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Recap:
• We saw that the hypothesis classes of finite cardinality are PAC learnable using 

Chernoff Bounds and Union Bound. What if the class is not finite?
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Recap:
• We saw that the hypothesis classes of finite cardinality are PAC learnable using 

Chernoff Bounds and Union Bound. What if the class is not finite?

Remarks:
• Therefore it is not necessary that the hypothesis class is of finite cardinality.

• We will show the lemma above, i.e., 𝜖, 𝛿 -learnable using 
log

2

𝛿

𝜖
samples.
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All hypothesis classes are learnable then? Not really
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• The class of threshold functions on real line has VC dimension 1. Why?
• The class of interval functions on real line has VC dimension 2. Why?
• The class of aligned rectangle functions on the plane has VC dimension 4. Why?
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• The class of threshold functions on real line has VC dimension 1. Why?
• The class of interval functions on real line has VC dimension 2. Why?
• The class of aligned rectangle functions on the plane has VC dimension 4. Why?

• Any finite class H has VC dimension at most log |𝐻|. Why?
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Contradiction!
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Why do we care about VC?
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Remarks:

• The number of samples needed is 𝑂
𝑑 log

1

𝜖
+log

1

𝛿

𝜖
where 𝑑 is the VC dimension 

of the hypothesis class.



Conclusion

• Introduction to Statistical Learning.

– VC dimension.

– Examples.

– Fundamental theorem of Learnability

• Last lecture we will be talking about Stochastic 
Games and Multi-agent RL.


