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We would like to find the optimal stationary policy, that is we want to
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Idea: We build a sequence of value functions. Let 𝑉0 be any vector, then iterate the application
of the optimal Bellman operator so that given 𝑉𝑘 at iteration 𝑘 we compute
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Idea: We build a sequence of value functions. Let 𝑉0 be any vector, then iterate the application
of the optimal Bellman operator so that given 𝑉𝑘 at iteration 𝑘 we compute

The policy will be given at every iteration as
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Idea: We build a sequence of policies. Let 𝜋0 be any stationary policy. At each iteration k 
we perform the two following steps:



Conclusion

• Introduction to Markov Decision Processes.

– Policy Iteration

– Value Iteration

– Bellman Equations

• Next week we will talk for multi-agent RL.


