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Goal: Minimize the regret
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Analysis of UCB
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Remarks:
• An arm 𝑎 has the largest 𝑈𝐶𝐵𝑡 for two reasons: The empirical reward is large 
(hence it is likely 𝑎 has high reward) or confidence radius is large, thus the arm has not
been explored much.

Either reason makes this arm worth choosing!
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MWU (recap)
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Can we use this for adversarial bandits? Reduction

Remarks:
• We choose 𝑖 with 

probability pi
t =

w𝑖
𝑡−1

σ𝑗𝑤𝑗
𝑡−1 .

• ci
t is the cost of action 𝑖 at 

time 𝑡 chosen by the 
adversary.
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Recall that for the analysis of MWU we defined a potential function Φt (sum of weights).
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Conclusion

• Introduction to Multi-armed bandits.

– UCB.

– Exp3

• Next lecture we will talk about basics in 
Markov Decision Processes and Stochastic 
Games. 


