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Approach one:

1. Take enough (say 𝑛) samples 𝑧𝑖 independently and consider the

estimate ത𝐿(𝑥) ≔
1

𝑛
σi ℓ(𝑥, 𝑧𝑖). By Law of Large Numbers  this is a 

close enough with high probability.
2. Run a first order optimization algorithm (say GD) on ത𝐿(𝑥).

Remark:
If we do not know the form of ℓ(𝑥, 𝑧) and we only have oracle access it 
is not possible. Also many calculations per iteration… 

Optimization in ML, SGD to the rescue
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Approach one:

1. Take enough (say 𝑛) samples 𝑧𝑖 independently and consider the

estimate ത𝐿(𝑥) ≔
1

𝑛
σi 𝐿(𝑥, 𝑧𝑖). By Law of Large Numbers  this is a 

close enough with high probability.
2. Run a first order optimization algorithm (say GD) on ത𝐿(𝑥).

Or use SGD!

Remark:
If we do not know the form of ℓ(𝑥, 𝑧) and we only have oracle access it 
is not possible. Also many calculations per iteration… 

Optimization in ML, SGD to the rescue
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Approach two (SGD):

1. For each iteration 𝑡 + 1, take a fresh sample 𝑧𝑡 independently from 
𝑧1, … , 𝑧𝑡−1 and consider the unbiased estimate ∇𝑥ℓ(𝑥𝑡 , 𝑧𝑡).

2. Update 𝑥t+1 = 𝑥𝑡 − 𝛼𝑡∇𝑥ℓ(𝑥𝑡 , 𝑧𝑡).  

Optimization in ML, SGD to the rescue
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Remark:

What if 𝐿 𝑥 =
1

𝑛
σ𝑖=1
𝑛 𝑔𝑖 𝑥 ?

Less Cost per iteration (but you need to “pay” the variance):

1. For each iteration 𝑡 + 1, take uniformly at random independently 
index 𝑖 from 1,… , 𝑛 and consider the (unbiased estimate)  ∇𝑥𝑔𝑖(𝑥).

2. Update 𝑥t+1 = 𝑥𝑡 − 𝛼𝑡∇𝑥𝑔𝑖(𝑥).  

Optimization in ML, SGD to the rescue



An example (SGD approach)
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Any guesses what is the minimizer of the above?
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Of course 𝑥∗ = 𝜇. Remarks on Maximum (log)-Likelihood:

1. Standard approach for parameter estimation of parametric families of 
distributions, i.e., create an optimization problem! 

2. Under assumptions, Maximum (log) Likelihood Estimator is consistent!

3. Above boils down to   

4. Let’s do SGD…

An example (SGD approach)



Optimization for Machine Learning

An example (SGD approach)



Optimization for Machine Learning

An example (SGD approach)
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Choosing 𝒂𝒕 =
𝟏

𝒕
(check SGD thm), what is 𝒙𝑻? 

An example (SGD approach)
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Choosing 𝒂𝒕 =
𝟏

𝒕
(check SGD thm), what is 𝒙𝑻? 

An example (SGD approach)

Recall for 𝑇 = Θ
1

𝜖
log

1

𝜖
we get error 𝜖!
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It is the empirical mean, i.e., 𝒙𝑻 =
𝟏

𝑻
σ𝒊 𝒛𝒊 !

An example (SGD approach)
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An example (SGD approach)



Optimization for Machine Learning

A strange example.
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A strange example.
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A strange example.



Conclusion

• Examples on SGD:

– MLE, testing bias of coin.

• Non-convex examples: Mixture of Gaussians

• Next week we will talk about online 
learning/optimization!


