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[Daskalakis et al, ICLR18]: Show last iterate convergence of 

Optimistic Gradient Descent (OGD) for bilinear functions in the 

unconstrained case!



Min-max Optimization (cont.)

• Captures linear programming.

• Daskalakis et al does not apply!

• The analogue of OGD is optimistic multiplicative weights update.
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Last-Iterate vs Time Average 

Last-Iterate convergence: 

Time Average:

• Last-iterate implies time average (converse not true).

• Convergence rate for time average if sequence is 

positive, last-iterate potentially faster!

• Last-iterate gives better predictions!

• Example (2 slides later).
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Multiplicative Weights Update (cont.)

Example: [Bailey et. al., EC18]

• Oscillates towards the boundary!

• Time average converges to Nash eq. 

(MWU is no-regret): 
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Optimistic Multiplicative Weights Update

Recall!



In this talk
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About the proof

STEP 2: OMWU dynamics is a 

contraction mapping inside  .

OMWU is a dynamical system of 

the form 

We show:

The Jacobian of the map     has 

spectral radius less than one in    

.  
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• Generalize the result for convex-concave objectives.

Thank you! 


