LO2 Games: Definitions and
Existence of Nash Equilibrium

CS 295 Introduction to Algorithmic Game Theory

loannis Panageas



Definitions

Definition (Normal Form Games). A normal form game is specified by

e set of n players n] = {1, ..., n}

e For each player i a set of strategies/actions S; and a utility
uj : X3i_15; — R denoting the payoff of i.

* set of strateqy profiles S = S1 X ... X Sy.

Intro to AGT



Definitions

Definition (Normal Form Games). A normal form game is specified by

e set of n players n] = {1, ..., n}

e For each player i a set of strategies/actions S; and a utility
uj : X3i_15; — R denoting the payoff of i.

* set of strateqy profiles S = S1 X ... X Sy.
Example (Rock-Paper-Scissors). We have that:

e 11 =2

e 51,5, ={R,P,S}.

e u1(R,R) =0, u;(R,P) = -1, u1(R,S) =1, u1(P,R) =1,
ul(P,P) = —1, ul(P, S) = —1 ul(S,R) = —1,
ul(S,P) = 1, ul(S,S) = 0.

® Uy = —Uq
Intro to AGT



Definitions

Definition (Mixed strategies). The set of mixed strategies available to
player i are all distributions over S;

A= {x;: Z xi(s;) = 1and x; > 0}

S;€S;

We also denote A = Ay X ... X Ay, the set of mixed strategies of all players
and A_; the set of mixed strategies of all players excluding 1.
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Definitions

Definition (Mixed strategies). The set of mixed strategies available to
player i are all distributions over S;

A= {x;: Z xi(s;) = 1and x; > 0}

S;€S;

We also denote A = Ay X ... X Ay, the set of mixed strategies of all players
and A_; the set of mixed strategies of all players excluding 1.

Example (Rock-Paper-Scissors).
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Definitions

Definition (Mixed strategies). The set of mixed strategies available to
player i are all distributions over S;

A= {x;: Z xi(s;) = 1and x; > 0}

S;€S;

We also denote A = Ay X ... X Ay, the set of mixed strategies of all players
and A_; the set of mixed strategies of all players excluding 1.

Example (Rock-Paper-Scissors).
Mixed strategy for player 1

e

AlE AQE

Mixed strategy for player 2
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Definitions

Definition (Expected utility). Given a mixed strategy x € A, the
expected utility of player 1 is

wi(x)= Y. ui(sl,-.-,sn)l_{xj(sj)
i
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Definitions

Definition (Expected utility). Given a mixed strategy x € A, the
expected utility of player 1 is

wi(x)= Y. ”i(Slz---ISn)l_]l:xj(Sj)
i

or (in a more compact way)
u;(x) = Egwxu;(s).

Example (Rock-Paper-Scissors). We have that:
e Sayx; = (2,%,¢)and x = (3,3,0).
o Then uj(x1,x2) = 5u1(R,R) + 75u1(R, P) + 0uq (R, S) +
2u1(P R) + Zu1(P,P) + 0uy(P,S) + &u1(S,R) +
5u1(S,P)+0ui1(S,S) =-S5 +5—H+15 =1

* uy(x1,x2) = %
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Existence of Nash Equilibrium

Definition (Nash equilibrium). A mixed strategy x = (x1;...;Xn) € A
is a Nash equilbrium if and only if for all agents i and x; € A; we have

u;(xi;x_g) > ui(xh;x_;).
Definition (e-approximate Nash equilibrium). A mixed strategy

x = (x1;...;xXn) € Ais a e-approximate Nash equilbrium if and only if
for all agents i and x| € A; we have

wi(xi;x_i) > ui(xj;x_;) — €.
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Existence of Nash Equilibrium

Definition (Nash equilibrium). A mixed strategy x = (x1;...;Xn) € A
is a Nash equilbrium if and only if for all agents i and x; € A; we have

u;(xi;x_g) > ui(xh;x_;).
Definition (e-approximate Nash equilibrium). A mixed strategy

x = (x1;...;xXn) € Ais a e-approximate Nash equilbrium if and only if
for all agents i and x| € A; we have

wi(xi;x_i) > ui(xj;x_;) — €.

Theorem (Nash 517). Every game with a finite number of players
and actions has a Nash equilibrium.
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Proof of existence of NE

Before we proceed with the proof, an important theorem from topology...

Theorem (Brouwer). Let D be a convex, compact subset of R? and
f : D — D a continuous function. There always exists x € D such that

f(x) = x.
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Proof of existence of NE

Before we proceed with the proof, an important theorem from topology...

Theorem (Brouwer). Let D be a convex, compact subset of R? and
f : D — D a continuous function. There always exists x € D such that

f(x) = x.

Remark:

x is called a fixed point of f. Unigueness is not true!

AR

—
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Proof of existence of NE

Proof. Consider any finite game. Define function f : A — A as follows

wy(sy) +@max{ui(si;r—;) — ui(x),0
fisi (@) = L+ g max{u;(s’; ;) — ui(x),0}

Gain if i were to
switch to pure strategy
s; instead of mixed x;
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Proof of existence of NE

Proof. Consider any finite game. Define function f : A — A as follows

wy(sy) +@max{ui(si;r—;) — ui(x),0
fisi(2) = L+ g max{u;(s’; ;) — u;i(z),0}

Gain if i were to
switch to pure strategy
s; instead of mixed x;

For RPS
f(x) = (fir(x), fir(x), fis(x), f2r(X), for(x), f2s(x))

. o x1Rr+max{—xop+xog—uq(x),0}
with fir(x) = (1+max{—x2p+x25—u1(x),O}+max{x2R—x25—u1(x),0}+max{—x2R+x2p—u1(x),O}
etc...
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Proof of existence of NE

Proof. Consider any finite game. Define function f : A — A as follows

x;(s;) +Qax{u;(s;;x_;) — u;(x),0

v L+ g max{u;(s’; ;) — u;i(z),0}
Gain if i were to
switch to pure strategy
s; instead of mixed x;
Observations:

* For each player i = Y s, fis(x) = 1. why?
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Proof of existence of NE

Proof. Consider any finite game. Define function f : A — A as follows

x;(s;) +Qax{u;(s;;x_;) — u;(x),0

v L+ g max{u;(s’; ;) — u;i(z),0}
Gain if i were to
switch to pure strategy
s; instead of mixed x;
Observations:

* For each player i = Y ocg. fisr(x) = 1. why?

* fis continuous mapping from A to A (which is convex and compact).
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Proof of existence of NE

Proof. Consider any finite game. Define function f : A — A as follows

x;(s;) +Qax{u;(s;;x_;) — u;(x),0

o () = )
v 143 g max{u(s’; 2—¢) —ui(x),0}
Gain if i were to
switch to pure strategy
s; instead of mixed x;
Observations:

e For each pla Fixed point always exists!!

* f is continuous mapping from A to A (which is convex and compact).
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Proof of existence of NE

x;(8;) + max{u;(s;;x_;)

— u;(x),0}

Proof cont. fisi (z) = L+ ) geg, max{u;(s';x—;) — ui(x),0}

Let 2* be a fixed point of f. We will show that »* is a Nash Equilibrium!
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Proof of existence of NE

~ wi(si) + max{u;(si;x—;) — ui(x), 0}
Proof cont. fi@) =g + 2 ges, max{u(s’s 2—) — ui(x),0}

Let 2* be a fixed point of f. We will show that »* is a Nash Equilibrium!

Since f(x*) = z* it holds that for all agents ¢ and s € S; that f;s(x*) = 7 (s)

(]

= x;($) Z max{u;(s"; %) —u;(x*),0} = max{u;(s;x2* ;) — u;(z*),0}
s'eS;
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Proof of existence of NE

~ xi(s) +max{u, (s v—;) — ui(x), 0}
Proof cont. Jisi () = L+ Y, e, max{u;(s’; z_;) — u;(x),0}

Let 2* be a fixed point of f. We will show that »* is a Nash Equilibrium!

Since f(x*) = z* it holds that for all agents ¢ and s € S; that f;s(x*) = 7 (s)

(]

= x;($) Z max{u;(s"; %) —u;(x*),0} = max{u;(s;x2* ;) — u;(z*),0}
s'eS;

Cases:

o zi(s) =0= u;(s;z*,) <u;(x").
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Proof of existence of NE

z;(s;) + max{u;(s;; x_;) — u;(x),0}
[ Zs’esz- max{u;(s’;x_;) — u;(x),0}

Proof cont. Jisi () =

Let 2* be a fixed point of f. We will show that »* is a Nash Equilibrium!

Since f(x*) = z* it holds that for all agents ¢ and s € S; that f;s(x*) = 7 (s)

= x;($) Z max{u;(s"; %) —u;(x*),0} = max{u;(s;x2* ;) — u;(z*),0}
s'es;

Cases:

o 27(s) =0=u;(s;z*;) <u(z).

ox()>0then1fuz( x*
s’ € Si. But then u;(z )

) < ug(x*) we get u;(s’;x* ) < ui(x*) for all

2o i (8ui(@") > ) ui(shaly)wi(s") =
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Proof of existence of NE

z;(s;) + max{u;(s;; x_;) — u;(x),0}
[ Zs’esz- max{u;(s’;x_;) — u;(x),0}

Proof cont. Jisi () =

Let 2* be a fixed point of f. We will show that »* is a Nash Equilibrium!

Since f(x*) = z* it holds that for all agents ¢ and s € S; that f;s(x*) = 7 (s)

= x;($) Z max{u;(s"; %) —u;(x*),0} = max{u;(s;x2* ;) — u;(z*),0}
s'es;

Cases:

o 27(s) =0=u;(s;z*;) <u(z).

om()>0then1fuz( x*
s’ € Si. But then u;(z )

) < ug(x*) we get u;(s’;x* ) < ui(x*) for all
— Zs’gj (S )’LL/L(LU*) > Zs’ ’LL@(S’,LUt,L)ZE;k(S,) —

Contradiction!
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Proof of existence of NE

~ xi(s) +max{u, (s v—;) — ui(x), 0}
Proof cont. fisi (@) = 143 g max{u;(s’; o) — u;(x),0}

Let 2* be a fixed point of f. We will show that »* is a Nash Equilibrium!

Since f(x*) = z* it holds that for all agents ¢ and s € S; that f;s(x*) = 7 (s)

(]

= x;($) Z max{u;(s"; %) —u;(x*),0} = max{u;(s;x2* ;) — u;(z*),0}
s'eS;

Cases:

o 27(s) =0=u;(s;z*;) < wui(a™).

(2
o xi(s) > 0 then if u;(s;z* ;) > u;(z*).
In particular since w;(x*) = >, u;(s';2*;)xf(s) we have u;(s;2* ;) = u;(x*)
whenever x!(s) > 0.
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Proof of existence of NE

~ wi(si) + max{u;(si;x—;) — ui(x), 0}
Proof cont. fi@) =g + 2 ges, max{u(s’s 2—) — ui(x),0}

It holds for all agents i:

o 27(s) =0= u;(s;z*;) < u(x™).

o x(s) > 0 then if u;(s;z* ;) = u;(x*).
Consider any z;, we will show that

wi(xs;x” ;) > ui(xqxr,).

—1
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Proof of existence of NE

() — @il8i) + max{ui(si; i) — ui(2), 0}
fwi( ) 1+ 23’631 ma‘X{u’i(S’; :B—i) — U@(ﬁ?), 0}

Proof cont.

It holds for all agents i:
o 27(s) =0= u;(s;z*;) < u(x™).
o x(s) > 0 then if u;(s;z* ;) = u;(x*).

Consider any z;, we will show that

~

ui(xrx ) > ui(x; ;).

From two bullets we get Z;(s)u;(s,z* ;) < Z;(s)u;(x*) so taking the summation

~

wi(Zg,xr;) =y Ti(sHu(s;2%;) < Zz’éi(s’)ui(m*) = u;(x")
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Proof of existence of NE

~ xi(s) +max{u, (s v—;) — ui(x), 0}
Proof cont. Fisl® =105 s ma{us(2-1) — wi(a), 0}

It holds for all agents i:

*

o 27(s) =0=u;(s;2*,;) <u(z*).
o xi(s) > 0 then if u;(s;z* ) = u;(x*).
Consider any z;, we will show that
gt ) > (Tt
So finding Nash Equilibria is
From two bullets like computing fixed points! Can it ummation
be computationally hard? YES...
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Zero-sum Games

e 2 players: Row and Column
* n,m strategies available

* Payoff matrix R of size n X m.
money the column player pays

B for playing j
G = (Rnxm) when row player plays 1.

/
Rij

money the row player gets for playing ¢
when column player plays j.

Intro to AGT



Zero-sum Games

Column player
chooses y € A,,

-
Row player R N Row gets = ' Ry.
(¥ =) Column pays z ' Ry.

chooses = € A,

Example: Two candidates are aiming for presidency.

Tax-cuts Society
3,-3 -1,1
Economy
'21 2 1,'1

Education
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Zero-sum Games

Column player
chooses y € A,

-
Row player R N Row gets = ' Ry.
chooses x € A, 1] ) Column pays x| Ry.

Example: Two candidates are aiming for presidency.

Tax-cuts Society

Economy

How should they play?

Education
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Zero-sum Games

Example: Two candidates are aiming for presidency.

Tax-cuts Society
3,-3 -1,1
Economy
-2,2 1,-1
Education

Suppose row player plays (x11, x12). How should column player respond?
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Zero-sum Games

Example: Two candidates are aiming for presidency.

Tax-cuts Society
3,-3 -1,1
Economy
-2,2 1,-1
Education

Suppose row player plays (x11, x12). How should column player respond?

Answer: If she chooses Tax-cuts she gets in expectation us(x1,’ Tax — cuts’) =
—3x11 + 2212 and if she chooses Society, she gets us(x1,” Society’) = x11 — x12.
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Zero-sum Games

Example: Two candidates are aiming for presidency.

Tax-cuts Society
3,-3 -1,1
Economy
-2,2 1,-1
Education

Suppose row player plays (x11, x12). How should column player respond?

Answer: If she chooses Tax-cuts she gets in expectation us(x1,’ Tax — cuts’) =
—3x11 + 2212 and if she chooses Society, she gets us(x1,” Society’) = x11 — x12.

Column plays best response: Column should get

max{—3x11 + 2212, T11 — T12}-
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Zero-sum Games

Example: Two candidates are aiming for presidency.

Tax-cuts Society
3,-3 -1,1
Economy
-2,2 1,-1
Education

Suppose row player plays (x11, x12). How should column player respond?

Answer: If she chooses Tax-cuts she gets in expectation us(x1,’ Tax — cuts’) =
—3x11 + 2212 and if she chooses Society, she gets us(x1,” Society’) = x11 — x12.
Column plays best response: Column should get

max{—3x11 + 2212, 11 — T12}.
Row gets (zero-sum):

min{3zi; — 2212, —211 + T12}.
Intro to AGT



Zero-sum Games

Column plays best response: Column should get

max{—3x11 + 2212, 11 — T12}.

Row gets (zero-sum):
min{3x11 — 2212, —x11 + Z12}.
If row wants to maximize her utility, she should play then

* * .
(213'11, .5[3‘12) — arg wman m1n{3:L‘11 — 23’}12, —T11 + 33'12}
11,412
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Zero-sum Games

Column plays best response: Column should get

max{—3x11 + 2212, 11 — T12}.

Row gets (zero-sum):

min{3z1; — 2z12, —211 + Z12}.

If row wants to maximize her utility, she should play then

* * .
(213'11, .5[3‘12) — arg wmamx mm{?):L‘ll — 23712, —T11 + 33'12}
11,412

Linear Program for Row player
max z
s.t3x11 —2x1p > zZ
—X11 +X12 2 Z
x11 +xpp=1
x11,X12 = 0
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Zero-sum Games

Column plays best response: Column should get

max{—?)a?ll + 2:812, r11 — .5[312}.

Row gets (zero-sum):

min{3x11 - 2.5(112, —T11 + .5[?12}.

If row wants to maximize her utility, she should play then

* * .
(3711, .5812) — arg wmaj,:X mm{?)xll — 23’)12, —T11 + .’L’12}
11,412

Linear Program for Row player Solx; = (2,3),z =
max z
s.t 3x11 —2x1p > zZ
—X11 +X12 = 2
x11 +x12 =1
X11,X12 = 0

1
7

Row gets at least 1/7!
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Zero-sum Games

Suppose now that column player plays (x21,x22). How should row player re-
spond?

Answer: If she chooses Economy she gets in expectation uy (' Economy’, x2) =
3221 — 29 and if she chooses Education, she gets uy (' Education’, xo) = —2x91 +

I99.

Row plays best response: Row should get

maX{3£L'21 — I29, —235'21 + 35'22}.
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Zero-sum Games

Suppose now that column player plays (x21,x22). How should row player re-
spond?

Answer: If she chooses Economy she gets in expectation uy (' Economy’, x2) =
3221 — 29 and if she chooses Education, she gets uy (' Education’, xo) = —2x91 +

I99.

Row plays best response: Row should get

maX{3£L'21 — I29, —235'21 + 3322}.

Column gets (zero-sum):

min{ —3x21 + T22, 2221 — T22}.
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Zero-sum Games

Suppose now that column player plays (x21,x22). How should row player re-
spond?

Answer: If she chooses Economy she gets in expectation uy (' Economy’, x2) =
3221 — 29 and if she chooses Education, she gets uy (' Education’, xo) = —2x91 +

I99.

Row plays best response: Row should get

maX{3CB21 — I29, —235'21 + 35'22}.

Column gets (zero-sum):
min{ —3z21 + T2, 2221 — Lo}
If Column wants to maximize her utility, she should play then

* * .
(251, x55) = arg _max min{—3x21 + X292, 2T21 — Tao}
21,422
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Zero-sum Games

Supp
SPO1(

Answ
333‘21 .
I99.

Row

Linear Program for column player
max w

S.t —3x91 + X990 > Z
2xp1 — X2 2> Z
X271+ xp =1
X21,X22 = 0

ler re-

) =
01+

plays DCsL TCs5POIISC. IvOW SHIOULAd Z2CL

maX{ngl — I29, —255'21 + 3322}.

Column gets (zero-sum):

min{ —3x21 + T22, 2221 — T22}.

If Column wants to maximize her utility, she should play then

(231, %59) = arg max min{—3x21 + 22,2721 — T22}

r21,T22
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Zero-sum Games

SUPP(] inear Program for column player Sol x5
SpO1( max w

Answ S.t —3x91 + X990 > Z

321 1 2x31 — xzz_zlz

o, X21 + X2 =

X21,%22 = 0

ROW pPlays DEsL TCsPOLISCe. ItOow sS110Uld 28U

maX{Bxgl — I'29, —25821 + 5(?22}.

Column gets (zero-sum):
min{—3x21 + 29, 23(121 - .5[322}.
If Column wants to maximize her utility, she should play then

* * .
(251, x55) = arg _max min{—3x21 + X292, 2T21 — Tao}
21,422
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Zero-sum Games

. 3 4, 25 o
Since zero sum (;,;), (;,;) must be a Nash equilibrium!!

Next lecture LP duality to get NE and minimax theorem!

* * .
(251, x55) = arg _max min{—3x21 + X292, 2T21 — Tao}
21,422
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