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a private valuation 𝑣𝑖.
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• Feasibility set 𝑋 is all 0-1 𝑛-vectors (𝑥1, … , 𝑥𝑛)
so that ∑𝑥𝑖𝑤𝑖 ≤ 𝑊.

Remark:
• 𝑘-identical item auction is a special case (why)?
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holds? 
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Knapsack auctions

Intro to AGT

Approach:  

• Step 1: Assume, without justification, that bidders bid truthfully. How should we design 
the allocation so that we can maximize surplus? Let 𝑏1, … , 𝑏𝑛 the bids of the agents:

• Step 2: Given our answer to Step 1, how should we set the payments so that DSIC 
holds? Payment rule from Myerson’s Lemma.

This is not LP! It is IP (integer programming). 
The above is called Knapsack, it is NP-complete!

Remark: Theory people are not happy with the solution above.
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Approach:  

• Step 1 was computationally intractable. Instead, how should we design the allocation 
so that we can approximately maximize surplus (monotone allocation)? Let 𝑏1, … , 𝑏𝑛 
the bids of the agents: 

  First remove all 𝑖:  𝑤𝑖  > 𝑊.

  Sort and re-index bidders: 
𝑏1

𝑤1
≥

𝑏2

𝑤2
≥ ⋯ ≥

𝑏𝑛

𝑤𝑛
.

  Choose as many as possible (say 𝑆) so that 
  Allocate to highest feasible bidder or first 𝑆, whichever gives higher surplus.

• Step 2: Step 1 gives a monotone allocation (why)? We can use the payment rule from 
Myerson’s Lemma. 

What guarantees the auctioneer has?
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Knapsack auctions: 2-Approximation

Intro to AGT

If 𝑨 + 𝑩 ≥ OPT then 

max 𝑨, 𝑩 ≥
𝑶𝑷𝑻

𝟐
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Definitions: Bayesian Setting

Intro to AGT

Intuition:
• 1 item, 1 person. Suppose post price is 𝑟. Revenue is

𝑟 ⋅ (1 − 𝐹(𝑟))
• Reserve price is 𝑟 means that bidder needs to bid at least 𝑟.

Question:
• 1 item, 1 person and F is uniform in [0,1]. Suppose post 

price is 𝑟. What 𝑟 maximizes revenue?

max
𝒓∈[𝟎,𝟏]

𝒓 – 𝒓𝟐 => 𝑟 =
1

2
, rev = 

1

4
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Monotone Allocations for regular 𝐹

Intro to AGT

It turns out that if 𝐹𝑖 are regular, then in step 1,
𝑥 is monotone.

Example (Uniform is Regular): Let 𝐹 be the uniform in [0,1]. 
The valuation is 2𝑣 − 1 which is strictly increasing. 
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Example

Intro to AGT

Consider a single item and 𝑛 bidders with same 𝐹 being regular.

Question: What is the allocation rule and the payment?

1) Give the item to the bidder with highest positive virtual valuation.
2) Since virtual is strictly increasing, the winner is the highest bidder, thus the

allocation is monotone!
3) The winner 𝑖 pays 𝜙𝑖∗(𝑣𝑖∗). 

Observe that this is a Vickrey auction with reserve price 𝜙−1(0). If valuations come 

from [0,1], to maximize welfare, set 𝑟 =
1

2
.
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