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Can you be correct all the time? What is the “right” objective? 

Perform close to best expert!
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Remarks:
• 𝜖 is the stepsize (to be 

chosen later).
• Performs almost as good 

as ``best” expert (fewest 
mistakes)
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What is the “right” objective this time? 



Playing the experts game (randomized)

Optimization for Machine Learning

Perform in expectation close to best expert!

What is the “right” objective this time? 
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Remarks:
• 𝜖 is the stepsize (to be 

chosen later).
• Performs almost as good 

as ``best” expert (fewest 
mistakes).

• We choose 𝑖 with 

probability pi
t =

w𝑖
𝑡−1

σ𝑗𝑤𝑗
𝑡−1 .

• The algorithm is also 
called Multiplicative 
Weights Update!
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If Regret → 0 as T → ∞, the algorithm is called no-regret.
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Can we do better?
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Remarks:

• If we want error 𝜖, we need 𝑇 = Θ
𝐿2𝐷2

𝜖2
iterations (same as GD for L-Lipschitz).
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Conclusion

• Introduction to Online Optimization and 
Learning.
– Experts problem and MWUA.

– Online GD has rate of convergence O
1

𝜖2
for 

𝐿-Lipschitz.

– Next Lecture we will see more about online 
learning.

• Next week we will talk about non-convex 
optimization!
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