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Answer: Correlated equilibria, i.e., relaxing 
the product distribution assumption. 
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Online learning in Games

Intro to AGT

If Regret → 0 as T → ∞, the algorithm is called no-regret.
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Analysis of Online GD for 𝐿-Lipschitz
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Remarks:

• If we want error 𝜖, we need 𝑇 = Θ
𝐿2𝐷2

𝜖2
 iterations.

• I could have written Multiplicative Weights Update. This is another no-regret 

algorithm! Same regret guarantees, i.e.,  
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where 𝑥(𝑡) is the mixed strategy profile at iterate 𝑡.   
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